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For each example:


Define the Problem 

Classic Method 

Potential Modern Method
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Take methods from recent success 

 Apply them to classic models & 
problems 

NNs as a substrate for all previous   
work in the field
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1960s  

SAINT (Symbolic automatic 
integrator) 

ELIZA (chatterbot) 

SHRDLU (NPL,  Terry Winograd)

Gradient Descent

"In from three to eight years we will 
have a machine with the general 

intelligence of an average human 
being.” 

Minsky, 1970

"Within a generation ... the problem 
of creating 'artificial intelligence' will 

substantially be solved.” 
Minsky, 1967 
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2010s  

Deep Learning


Statistical Models 

Voice Recognition Paired with NLP

Gradient Descent



A Neural Net would predict a 
third winter any moment 

Escape the current local 
minimum 

(of superhuman perception)

Future?

Can neural networks become 
the substrate of all AI systems? 

(What If… Poggio) 



1. Generic Symbol 
Manipulation / Logic 

Systems

Three Examples

3. Language / Story 
Understanding

2. Minsky’s Multiplicity



Symbolic Integral Calculus (1960) 

Recent Examples of Progress: 
NTM 

Logic as vectors of real numbers

Generic Symbol 
Manipulation / Logic 
Systems



Architectures: Leabra,  
MicroPsi. 

How much can emerge solely 
from NN? 

Minsky’s 
Multiplicity

1960: 5 Areas: Search, 
Pattern-Recognition, Learning, 
Planning, and Induction 

2006



Chomsky, Winston. 

Merge operator. 

Inner Language Hypothesis, 
Strong Story Hypothesis

Language / Story 
Understanding

reflection, cultural bias, personality 
understanding, question answering, 
onset detection, trouble anticipation, 
similarity measurement, similarity 
based retrieval, question driven 
interpretation, analogical 
interpretation, reader aware story 
telling, persuasion, and summary.

Word2Vec, RNNs, show 
promise but distance



Reviewed AI’s tendency to fall 
into a local minimum 

Provide three examples of prior 
systems & models  that can not 

be done with deep learning

Contributions

Suggest that a research focus 
should be placed on enabling 
deep learning to prove neural 
nets can be the right level of 

abstraction
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