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ABSTRACT
This paper surveys the use of inferential statistics over the last two BCS HCI conferences and the last year (2006) of two leading HCI journals. Of the 80 papers covered, 41 used some form of inferential statistics. However, all but one had some form of problem of reporting or analysis that undermined the value or the validity of the statistical testing and hence the research findings. This paper discusses the implications of such widespread issues for HCI research and considers approaches for improving the use of statistics in HCI.

Categories and Subject Descriptors
A.1 Introductory and Survey

General Terms
Measurement, Reliability, Human Factors.

Keywords
Inferential statistics, reporting statistics, assumptions, over-testing, HCI, research methods

1. HCI AND STATISTICS
Statistics plays an important role in usability, as in other human-centred sciences, because it allows researchers to discern patterns in numerical usability data despite the natural variations that we expect to see between people. However, personal experience of the author, both in attending talks and refereeing papers, suggested that perhaps statistical methods were not generally being applied in HCI to the high standard that they should be. This would not be a new insight: Gray and Salzman [10] provide a strong case for the poor standard of research methods, including statistics, in research into evaluation methods. That paper, though, appeared nearly ten years ago and it may be that attitudes and the behaviour of researchers have changed since then. The goal then of the current work is to present a more recent survey of the use of statistical methods, specifically, inferential statistics (being the usual understanding of statistics as tests producing p values and significance results) and in doing so provide a clear picture of the quantity and quality of statistical methods as used in HCI research. The survey shows that statistics are widely used as an important method in the HCI research methods canon. Sadly though, the use of statistical analysis is greatly undermined by poor reporting, inappropriate analysis or insufficient analysis.

This paper outlines the key findings of the survey and suggests recommendations for the improvement of statistical methods as used in HCI.

2. APPROACH TO THIS STUDY
To evaluate the quality of a statistical analysis, it is necessary to have some standard against which to judge the analysis. The approach taken here is in the tradition of psychology, however the standard in psychology is usually far more implicit than explicit. Excellent introductory textbooks such as [19] or more advanced ones such as [11] do tell students how to perform statistics in a particular manner but the full reasons for such procedures are not always explained. Psychology students tend to acquire the good practice by being exposed to it in their studies and corrected if they do not do it “right” without ever being told what “right” is.

To be explicit for this paper, the standard used here is based on null hypothesis significance testing (NHST) as opposed to other methods such as confidence measures and Bayesian approaches. NHST is the most commonly encountered form of statistical inference and is what is usually associated with producing a null hypothesis, then testing it to give some statistic such as a p value, and then turning the statistic into a p value.

The standard for reporting NHST in psychology is specified in the APA manual [2] and indeed this seems to be a standard also used across other disciplines in education, health and the social sciences.

An additional feature of standard NHST is that NHST is not considered as proof of an alternative hypothesis but is an argument form that lends evidence towards the alternative hypothesis [1]. The argument of NHST relies on the prediction of an unlikely outcome that may happen by chance but that the researcher predicts is due to the experimental manipulation. Every effort is made to ensure a chance outcome except for the particular manipulation. The data is gathered and tested to see how likely it is to have occurred by chance. When the data is unlikely to have occurred by chance, usually with a probability of less the 0.05, it is said to be significant and this gives weight to the researcher’s theories and insights. To illustrate this argument more concretely: throwing a double six with two dice is unlikely, the probability is 1 in 36 which is less than 0.05! But no-one is surprised when double six occurs in dice games as it is just what happens now and again. However, if a person takes a pair of dice and predicts that the next throw will
be a double six and they are right then anyone watching is surprised. In fact, they would be wise to suspect that the thrower is up to something simply on the basis of that one throw. In the same way, the unlikely outcome of an experiment should make people think that the researcher knows something about what is going on in the experimental set up, that is, they have a good theory of how things work (provided the experiment has been done well).

This argument form has implications for the conduct of statistical analysis – for an analysis to be sound, it is necessary that in the tests performed the probabilities of outcomes are accurately reflected in the p values produced by the tests. If this is not the case, then the NHST argument form is severely weakened. This will be discussed in more detail in the context of the survey findings.

3. PAPERS CONSIDERED

As the intended outlet for this paper is the BCS HCI, the survey considered the two most recent years of BCS HCI conferences, namely 2005 and 2006 [17,5]. Only papers appearing in volume 1 of the proceedings were considered as these are intended to be reports of mature research that meet a higher standard than that covered in posters and short papers. It should be noted that in 2006, the BCS HCI included six short papers as these were of a particularly high standard and merited inclusion in volume 1. Two conferences were used in case the standard was affected by external influences specific to one particular year, say perhaps because of location of the conference or clashes in timing with a related conference. Focusing only on this conference series may still suggest that any issues identified in the survey were only particular to the conference series. Thus two major journals, Human Computer Interaction (HCI) and ACM Transactions on Computer Human Interaction (TOCHI), were taken as comparable outlets of high level research in HCI but that were independent of this or any other conference. The papers appearing in all issues of both of these journals for the year 2006 were considered.

The purpose of this survey is not to make direct, public criticism of individual researchers. In what follows, individual papers are not singled out or directly referenced but are only discussed in aggregate. Hence, they are also not listed in the references at the end. If the reader would like to know more details of the individual papers or the analysis made, they are welcome to contact the author.

The two proceedings and two journals were made up of 80 research papers of which 41 used inferential statistics in some form or other, see Table 1 for the breakdown by outlet. Thus around half of all the papers considered use some form of statistical tests and that this is roughly the same for all four outlets considered.

<table>
<thead>
<tr>
<th>Outlet</th>
<th>All papers</th>
<th>Papers using statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCI06</td>
<td>20</td>
<td>13</td>
</tr>
<tr>
<td>HCI05</td>
<td>31</td>
<td>13</td>
</tr>
<tr>
<td>HCIU (2006)</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>TOCHI (2006)</td>
<td>19</td>
<td>10</td>
</tr>
<tr>
<td>Total</td>
<td>80</td>
<td>41</td>
</tr>
</tbody>
</table>

As might be expected the most popular tests were F tests (ANOVA) of various designs and t tests (some implemented as F tests) including using both tests as follow-ups to omnibus tests. There were also a smaller number of other parametric, non-parametric and multivariate tests. The number of papers using a particular test is given in Table 2. It should be noted that most papers used more than one instance of any particular test and frequently used more than one type of test.

<table>
<thead>
<tr>
<th>Outlet</th>
<th>F</th>
<th>t</th>
<th>Multivariate</th>
<th>Non-parametric</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCI06</td>
<td>9</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>HCI05</td>
<td>3</td>
<td>9</td>
<td>0</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>HCIU</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>TOCHI</td>
<td>6</td>
<td>6</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>20</td>
<td>20</td>
<td>5</td>
<td>12</td>
<td>12</td>
</tr>
</tbody>
</table>

There were additional papers that did use numerical data from questionnaires and studies but used only summary statistics such as means and percentages. Arguably, these papers could have benefited from using inferential statistics but as the purpose of this survey was to describe what was being done rather than what was not being done, these papers were not considered further.

4. SURVEY FINDINGS

Across the papers considered, common problems occurred in the analysis of data using statistics. These can be broken down into problems of:

1. Reporting
2. Checking assumptions
3. Over-testing
4. Using inappropriate tests

These will be considered in turn in the following sections. Out of the 41 papers using statistics, only one paper did not cause concern over any of these features. Unfortunately, this was not due to particularly careful execution of statistics but because the paper deliberately took an exploratory approach to analysing a questionnaire and appropriately felt that formal statistics were unnecessary except for two Spearman rank-order correlations to show relationships between aspects of the questionnaire.

It is also fair to mention that three papers contained a substantial amount of good statistical analysis but as they were from the HCI conference, they were limited in page length. This meant that some aspects of the analysis were not covered in detail and therefore failed to report or discuss the tests in sufficient detail to understand what had been done and why. In particular, two of these papers were intended as short papers and so were even more restricted which may have led to their reporting problems. Even so, the result was a lower standard of statistical analysis, albeit amongst some generally good analysis, and as such these papers will be included in the findings below.

4.1 Reporting

One of the dominant problems of the papers was their reporting of the statistical analysis. The APA Manual [2] guides psychology researchers to “include sufficient information to allow the reader to fully understand the analyses conducted and possible alternative explanations for the results of these analyses.” The manual also acknowledges that different statistical tests require different sorts of reporting.

Twenty five of the papers using statistics failed to meet the basic level of reporting required by the APA. Three papers
clearly did do statistical tests as they reported $p$ values but as there was no other information it was impossible to know what tests had been done, what the actual statistics were and indeed what the values were that had been compared with the statistics. In four further papers, it was clear that particular tests had been done and the $p$ value was given but there was no further information. Three of these are the conference papers mentioned earlier and hence the lack of adequate reporting could have been an editing decision. In these cases, the fact that many other tests had been reported well gives confidence in the findings of these under-reported tests but does not allow the readers to make up their own minds. The fourth such paper appeared in HCI so had no such restrictions nor did it have other statistical tests done well that would provide confidence in the poorly reported ones.

Generally though, most papers did report the test that was used together with appropriate statistical values. However, another problem was that of reporting enough to enable readers to assess the analysis for themselves. Key to this is having the actual values being compared. In particular, for a $t$ test or ANOVA, these are the means of the groups that are being compared and the associated standard deviations of each group. Four papers failed to report the means for $t$ tests or ANOVAs though one paper did report them graphically. Fifteen papers failed to report the standard deviations. Oddly, two papers reported the standard deviations in some tests and not in others. Some papers also neglected to make any report of tests that were not found to be significant though they mentioned that such tests had been done. It was hard to give a clear figure to this because obviously some authors may have done tests and entirely omitted mention of them in the paper. However, the presence of these few such papers does suggest that it is generally viewed as unnecessary to report non-significant results. However, on the basis that the reader should be able to decide for themselves, these tests should be reported just the same as those that came out significant.

### 4.2 Checking assumptions

All statistical tests make basic assumptions on the nature of the data being examined. At the very simplest level, the data type (categorical, ordinal etc) is considered but there may also be distributional assumptions that are important for a test to give an accurate $p$ value. For NHST to be valuable as an argument, every effort should be made to ensure that the $p$ value produced genuinely reflects the probability of achieving the data obtained by chance. Violation of the assumptions of any statistical test can produce $p$ values that bear little relation to the actual probabilities of outcomes and hence comparison to the significance level of 0.05 is meaningless.

For $t$ tests and ANOVA, the assumption is that within each group considered, the data is normally distributed. Moreover, the variance (being the square of the standard deviation) of the data in each group is the same – this is the homogeneity of variance condition. It is generally stated in statistical textbooks that $t$ tests and ANOVA are robust to deviations from these assumptions provided the group sizes are approximately equal. For $t$ tests this is indeed the case [20] but for ANOVA it is not [7]. The robustness statement is grounded in earlier work [4] but the variations in variance used there were actually quite small in relation to actual variations observed in practice. Even modest ratios of largest variance to smallest variance of 4:1 are enough to make the significance level more liberal than the stated 0.05. Thus it is important to make checks on both normality and homogeneity of variance to ensure that the conclusions from an ANOVA are sound.

Nine papers performed ANOVA tests but made no consideration of the assumptions underlying the test. Most of these also failed to report standard deviations so that it is not possible for the reader to check that the assumptions are plausible. Unfortunately, stating the standard deviations reveals the severity of the problem. One paper had an ANOVA on data where there was a ratio of 50:1 between the highest standard deviation and the lowest standard deviations. This corresponds to a ratio of variances of 2,500:1! Moreover from the stated figures, it was clear that the group means correlated with the group standard deviations which also is a feature of non-normal data (most likely an exponential distribution). It can safely be asserted that the conclusions drawn from that particularly ANOVA are severely in doubt.

Five papers used multivariate statistical tests such as MANOVA, multiple regression and ANCOVA. These tests are highly dependent on their distributional assumptions including issues of multivariate normality, correlations between the measures and homogeneity of covariance (the multivariate form of homogeneity of variance in ANOVA) [12] and thus it is essential when using such tests to check that the data meets the assumptions [15]. None of the five papers reported any such analysis or gave indication that any such analysis had been done.

### 4.3 Over-testing

It is well recognised that it is important not to over-test data but it is not always clear why, after all the data will not change just because more tests are done on it. However, from the NHST argument form, repeated, unplanned testing of the data is like rolling two dice many times – the more the dice are rolled, the less surprised anyone should be when a double six comes up. Similarly, if the significance level is set at 0.05, then this is the probability of the data occurring by chance when there is no experimental effect, namely one in twenty times. The more tests that are done on a particular dataset, the more likely it is that some chance variation will be extreme enough to seem like significance.

Overall papers did not report multiple tests on different configurations of the same data. Only one paper made multiple comparisons in one particular analysis of several different groups in the same dataset. No adjustment was made for these multiple tests. Thus it seems researchers are cautious on the whole about over-testing. However, this is not the only way in which over-testing can happen.

One subtle problem is the use of ANOVA. In general, ANOVAs are used to avoid over-testing by doing an omnibus test of the differences between all groups rather than many pairwise comparisons between the groups. In a one-way ANOVA this is indeed the case. However, if the dimensionality of the ANOVA goes up, so too does the number of tests actually performed. A two-way ANOVA produces three $F$ values, a three-way ANOVA produces seven and a four-way produces fifteen. These are undoubtedly fewer tests than all the possible pairwise comparisons between all the groups but for three- and four-way ANOVAs there are still enough comparisons to risk over-testing the data. The probability of finding at least one significant $F$ value by chance in a four way ANOVA is 0.54 and for a three way ANOVA is 0.30. These are both considerably higher than the ostensible significance level of 0.05 and hence undermine the evidence provided by the significance of any one particular $F$ value.

Three papers performed four-way ANOVAs and a further four performed three-way ANOVAs all without consideration of over-testing. Another issue is when a dataset consists of multiple measures made on the same individual, for example, a person performs a task and the study measures time, accuracy and correctness of
performance (This is actually a common design corresponding to the usability criteria of efficiency and effectiveness). It seems reasonable to perform tests on each of these measures separately but there may be relationships between the data that equate with actually testing slightly different forms of the same data. In this situation, this is over-testing and chance variation between the measures may push a test into significance.

Twelve papers did exactly this sort of testing with many different tests performed on many different measures without consideration of the relationship between them. Of course, it may be that there is no relationship between the measures but this could have been checked using correlations.

4.4 Using inappropriate tests

On the whole the papers did tend to use appropriate tests to evaluate the data but there were definitely situations in which the choice of tests used was either unclear or could be called into question.

Two papers clearly stated using specific tests to make particular comparisons but the choice of test was questionable. These papers were also the conference papers that had limitations on space and hence it may be that the details of these tests were lost in achieving the page limit.

Another three papers made multiple pairwise comparisons between groups where an ANOVA would have been more usual and more appropriate to avoid the risk of over-testing. In all three papers though, the number of comparisons made were few and hence the advantage of an ANOVA may be minimal particularly if pairwise follow up tests were required to interpret the results [23].

Two papers mixed parametric and non-parametric tests on the same dataset. This is quite strange because if the data really were non-parametric then parametric tests should not have been used at all. At the very least, some justification of the change of style of test might have been useful so that the reader could be clear on what motivated the decision to use different types of test.

Whilst these examples of inappropriate testing could be equivocal especially if the reporting were better, when it came to three modelling papers, the use of statistics was clearly incorrect. The goal of these three papers was to compare the performance of users against the predictions made by models. In two of the papers, the user data was expected to fit a trend as predicted by a model. To evaluate the trends, an ANOVA was used to compare the values and a significant result was interpreted to mean that the trend was correct. This is not what an ANOVA can show. The significant result of an ANOVA means that at least one of the group means is different from the others at a level that is unlikely to be chance. This says nothing about the direction of the difference nor the overall pattern of differences of all of the groups. What is needed to compare a group of data points to a predicted trend is a contrast [8]. This is a parametric test comparable to an ANOVA but where the researcher makes an a priori prediction about the relative distributions of the group means. A significant result from a contrast would allow researchers to draw conclusions about trends seen in the data.

In the third modelling paper, t tests were used to show that actual values obtained from users were not significantly different from the predictions of a model. This seems acceptable and such tests do add weight that the model is making correct predictions because significant differences would highlight problems but actually the use of t tests in this way is inappropriate. The assumption of such a t test is that the obtained mean is already from a population which has the predicted mean. A significant result means that a sample does not come from a particular population. It says nothing about the likelihood of the sample actually coming from the population without some due consideration being made about the size of the effect and the power of the test. This is exactly analogous to the difference between a type I and type II error [19]. Admittedly, there is no immediately obvious statistical test that could be used to evaluate this. A correlation or a contrast could be used to match the trend of values to actual values but it would not say how close the actual values were to the predicted values. It is also possible to do null testing but this is rarely done and even more rarely found in textbooks.

4.5 Summary

Disappointingly, the 41 papers reviewed here bore out the initial suspicion: within HCI the standard of statistical analysis is generally quite low for providing convincing results based on NHST. Most of the problems relate to adequate reporting but there also seems to be a general lack of concern for the validity of statistical tests in terms of the assumptions required for validity, the number of tests that ought to be performed and even the choice of tests. This low standard did not seem to be particularly dependent on the choice of outlet (though three papers as mentioned may have suffered from being in a conference with page limits rather than in a journal) as can been seen in the breakdown in Table 3.

Table 3. Number of papers with at least one instance of a particular statistical problem

<table>
<thead>
<tr>
<th>Outlet</th>
<th>Report</th>
<th>Assumptions</th>
<th>Over-testing</th>
<th>lnapt test</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCI06</td>
<td>9</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>HCI05</td>
<td>7</td>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>HCIJ</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>TOCHI</td>
<td>2</td>
<td>6</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>25</td>
<td>16</td>
<td>15</td>
<td>12</td>
</tr>
</tbody>
</table>

5. IMPLICATIONS

Given the goal of these research papers is to further research in HCI, the first question must be: what is the impact of the quality of the statistical analysis on the research findings? This is a matter of perspective.

Only two of the 41 papers considered could be said to have broader social impact as they consider issues of accessibility and of crime scene investigation. Whilst they did have errors, the errors were errors of reporting and it may well be the case that the findings reported are perfectly sound. Thus, from this perspective, the poor quality of statistical analysis across the forty one papers is not hugely problematic.

Another perspective might be to assess the impact in terms of those papers that are highly cited and hence it is more important that they are correct. However, both these views denigrate the fact that all of the papers were intending to make a contribution to HCI and just because they were not so socially oriented or widely cited is not to say that the work was any less good or important. The perspective required here then is to consider the impact of the statistical analysis in terms of contribution to knowledge of HCI, regardless of the purpose of seeking that knowledge. Science has set itself up so that there are methods and tools that if used correctly are accepted by the research community as leading to sound knowledge [16]. This is a relativist stance and as such means that the tools and methods are open to negotiation and development and with them, so too is science.

From a within-paradigm perspective, statistical methods only produce sound results within certain parameters. The NHST
makes clear what those parameters are and it is the conventional framework for using statistical methods (though this is rarely made explicit). If HCI research is functioning within the NHST paradigm then the standard of statistical reporting and analysis is poor. A large majority of papers have substantial problems which means that their contribution to knowledge must be strongly called into doubt. HCI researchers should not feel alone in this. It is well recognised within psychology and social sciences that there is a poor understanding of significance testing amongst students, teachers and researchers [13,9]. However, in those disciplines, the ritual application of correct methods such as correct reporting and checking of assumptions does to some extent protect researchers and their readers from the misinterpretation of experimental data.

It could be though that HCI does not regard the NHST as the most useful framework for statistical analysis in HCI. In which case, what framework is? None of the papers even suggested that an alternative framework for statistical argument was being considered. The only paper that declined to use NHST was the only one not having any statistical problems. To be fair, none of the papers explicitly stated that they were using the NHST framework either. However, the approaches used and conventions observed did suggest that the studies were conforming to the usual style of psychology experiments and hence to the implicit NHST framework. This may not be a fully reliable inference since, as is common practice in statistical analysis, no statistics textbooks or papers were referenced to support the analysis done. Thus, the papers surveyed were not calling into question the NHST framework but nor were they meeting the standard that it sets.

This does not mean that HCI as a community accepts NHST. Indeed, the psychology research community has been strongly questioning the value of NHST in psychology for some years now [6] and calling for a more meaningful reporting of statistical inference based on effect sizes, confidence intervals and Bayesian reasoning [9]. However, the starting point for this is the correct execution of statistical analysis within the NHST framework then extending beyond that to provide conclusions that are more useful to subsequent researchers. There seems to be no suggestion within HCI that a more rigorous approach not having any statistical problems is required since the approaches currently being used are far from rigorous.

There is a still more fundamental question: is statistical analysis appropriate in HCI at all? It could be that with more recent emphasis in HCI on user experience, for example [3], it is not possible to consider the impact of designs on the “mean experience.” Instead, HCI should be moving away from quantitative approaches to a much more qualitative approach that acknowledges the individual’s relationship with technology rather than some aggregate, average measure of user interaction. However, the evidence from this survey is that statistics is considered necessary since around 50% of all the papers made some use of statistics. Also, though there is an emphasis on experience, this is not to say that all HCI research is abandoning more traditional work-based or task-oriented research and for them, some form of quantitative analysis is going to be useful.

A broader implication of this survey is, that regardless of why the statistical analysis in the actual papers is weak, it is not solely the fault of the authors. In all four outlets, the reviewing process is substantial involving usually three and possibly more referees as well as editors, which in the case of the journals are usually specifically assigned to each paper. Thus, not only are authors producing weak statistical analysis but this is being accepted by a large number of their peers. This suggests that the knowledge of how to do appropriate statistical analysis is poor in a much larger portion of the HCI community than just those who have been (indirectly) referenced here.

6. RECOMMENDATIONS

It seems at the very least, the HCI community, or even just the BCS HCI conference, could set a standard for adequate reporting and execution of statistical analysis. The APA Manual [2] sets a particular standard of reporting that is valuable in psychology (though not with universal agreement) and this could be adopted. Alternatively, some other standard could be devised that better reflects the concerns particular to HCI. Also, referees could be made to make explicit consideration of the statistical analysis and assess its adequacy. If a particularly referee does not feel able to do so then this would be visible to the editors in the review and they could ensure that at least one referee has made a thorough consideration of the statistics of each paper.

Additionally, in these times of free and easy flow of data, it should be possible for journals and conferences to set up a repository of data associated with each paper and it is a requirement of publication that such data is submitted. Thus, whilst authors and referees strive to do good statistics to the limit of their knowledge, all readers are ultimately able to check the quality of the statistical analysis by doing it for themselves.

The underlying problem seems to be due to a broad lack of adequate statistical education. The basic knowledge of how to do good statistics is not at all ingrained in HCI researchers in the way that is in psychology researchers. There are good reasons for this [22]. HCI draws on psychology but it also draws on computer science, design, social sciences, business and so on. Each of these disciplines have their own tools to arrive at secure knowledge and it would be challenging, to say the least, to teach all of these methods to the same high standard as would be expected of statistics. Thus, many researchers are left to teach themselves statistics but this is not easy because a lot of the expectations articulated in this paper are actually implicit and arise from the culture of practising statistics rather than being found in books. Specifically, there are no excellent statistical textbooks that reconstruct the full subtlety of statistical analysis and its underlying assumptions whilst remaining accessible. Abelson’s book [1] comes very close but even then there is perhaps the expectation readers are quite fluent with how statistics are done and the book is to help readers to deeper insights.

Thus, it seems that some HCI specific education could be of great benefit. Conferences offer a good opportunity for tutorials and doctoral programmes where statistical methods can be taught in a manner best suited to HCI. However, particularly with doctoral students, the impact on the practice of HCI research could be slow, effectively waiting for a new “generation” of HCI researchers. Journals and conferences though could offer some sort of training for their editorial and reviewing teams. The goal may not be to make everyone an expert in statistics but rather to be able to first identify the need for a particular statistical expertise in the reviewing team and then to be able find a team member with that expertise. Arguably, such an approach to reviewing could be generally beneficial in accounting for the multidisciplinary nature of HCI research.

More immediately, the survey seems to suggest that some problems that could be remedied in any future work. Reporting statistics is obviously straightforward, particularly if the statistics have been done well in the first place, and a guide such as the APA manual [2] or one of the many websites that explain the manual with examples is a good starting point (for
example [14]). There are also research gains to be had from better reporting as well. Whereas under current practices, non-significant results are little better than a footnote of failed attempts, properly reported non-significant results can help future researchers to provide estimates of effect sizes and associated confidence intervals. This can be of relevance in understanding how to design future studies in the given area and could be combined with significant results to provide tighter estimates on population means than is possible with a significant result on its own [21].

In terms of the actual analysis done by researchers, it is natural to think that HCI is complicated with so many aspects of context influencing interactions. But accounting for this by increasing the complexity of statistical tests is not necessarily the answer. Multi-way ANOVAs lead to a risk of over-testing. This is not to mention trying to interpret and then communicate what a three-way interaction effect really means when there are also two-way interaction effects and main effects present [18]. Also, multivariate methods bring their own hazards in particular in terms of their distributional assumptions. Even just measuring more than one thing can introduce the problem of how to analyse the many measures without risking over-testing or using multivariate methods. Thus, whilst it may seem tempting to use such methods and design experiments accordingly, actually they raise more problems than they solve, at least on the evidence from the papers surveyed here. A useful rule of thumb from this is to keep statistical analysis as simple as possible. Of course, this is bearing in mind Einstein’s caveat that it should be as simple as possible but no simpler.

In the longer term, it seems that the HCI community should engage in a discussion of what it means to do good statistical analysis in HCI. The NHST only offers one sort of framework and others may be better or more acceptable depending on the goals for HCI research. Perhaps with this new framework and some of the recommendations such as above, we will produce a new form of statistical analysis. It will be HCI not as we know it but hopefully as we feel it should be.
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