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Outline
• Neural Engineering Framework (NEF)

• Compiling down functions onto connectivities 
among spiking neuron populations

• Via an optimization procedure applied to 
each functional block in the system, as 
opposed to “learning”

• Semantic Pointer Architecture (SPA)

• Vector symbolic architectures

• Overall SPAUN cognitive architecture
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Neural Engineering Framework

spiking neural populations 
--> represent vectors, x, of a specific length

e.g., 500-dimensional vector, several thousand neurons represent it

basis vectors, e, randomly assigned to neurons

nonlinear encoding of vector onto firing rates:
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spiking neural populations 
--> represent vectors, x, of a specific length

e.g., 500-dimensional vector, several thousand neurons represent it

basis vectors, e, randomly assigned to neurons

nonlinear encoding of vector onto firing rates:

neuron model

(input current to neuron)

spikes
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Neural Engineering Framework

spiking neural populations 
--> represent vectors, x, of a specific length

e.g., 500-dimensional vector, several thousand neurons represent it
you can also decode using connection weights with a transformation

that transformation can approximate any function

optimize the weights to minimize error in that approximation

reminiscent of kernel methods: 
nonlinearly map into high-dim space, then apply linear operators
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Neural Engineering Framework

So...

1) describe your system in terms of high-dimensional vectors
2) describe system functions as transformation on those vectors

3) compile onto neurons by randomly choosing input-current basis vectors, 
then optimizing connection weights
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Neural Engineering Framework

symbol binding / compositionality:

circular convolution operation on vectors
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Neural Engineering Framework

Picking representations and block decomposition and 
locally optimizing connections

vs. 
End-to-end optimization / learning

Good picture of a potential end-state of learning?
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